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Figure 1: Illustration of two demonstrated 1D-Touch techniques - WordTouch and ChunkTouch. 

ABSTRACT 
Existing text selection techniques on touchscreen focus on improv-
ing the control for moving the carets. Coarse-grained text selection 
on word- and phrase- levels have not received much support beyond 
word-snapping and entity recognition. We introduce 1D-Touch, a 
novel text selection method that complements the carets-based 
sub-word selection by facilitating the selection of words and larger 
semantic units. This method employs a simple vertical slide gesture 
to expand and contract a selection area from a word. The expansion 
can be by words or by semantic chunks ranging from sub-phrases to 
sentences, as implemented in two variants of our technique named 
WordTouch and ChunkTouch. This approach shifts the concept of 
∗This work was done when the author was an intern at City University of Hong Kong.
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text selection, away from defning a range by locating the frst and 
last characters, towards a dynamic process of expanding and con-
tracting a textual entity. While the full paper (expected to appear 
at the ACM ISS 2023) details the evaluation, this demonstration 
showcases 1D-Touch with a few applications of coarse-grained text 
selection, to engage the audience in discussions about its efec-
tiveness and applications, as well as its integration with existing 
character-level selection techniques. 

CCS CONCEPTS 
• Human-centered computing → Human computer interac-
tion (HCI); Interaction techniques. 
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1 INTRODUCTION 
Text selection through direct manipulation on touchscreens is 
known to be difcult due to the Fat Finger Problem [7]. The target 
acquisition task itself consists of defning a range between the start 
and end positions. The fundamental interface used for this task 
involves moving a pair of carets to these positions between words 
or chars. To mitigate the challenge of direct manipulation with 
low precision input, previous research has focused on introducing 
indirection to text selection by providing indirect control of the 
cursor or caret positions [1, 2, 4, 5]. 

Although character-level text selection is important, there are 
many text manipulation tasks that focus on a larger granularity of 
text that conveys semantic meanings with words, phrases, clauses, 
or sentences. Typical examples include highlighting key phrases for 
note-taking, selecting phrases to be translated, copying/pasting 
Named Entities (NE) or other semantic segments, etc. Further-
more, there are increasing needs and opportunities for supporting 
semantic-based text manipulation, with the rapid rise of speech-
based multimodal text manipulation, which often operates on the 
word-level [8], and the breakthroughs in Large Language Models 
(LLMs) that operates on the tokens (i.e. words). 

We present 1D-Touch — a new approach for coarse-grained 
text selection in the granularity of words and above. Using one-
dimensional input, 1D-Touch shifts the concept of text selection, 
from specifying two 2D positions for defning a range, to selecting 
one word as the initial target and gradually expanding/contracting 
it to adjacent words to form a syntactic/semantic object. Users start 
by selecting the frst word with a direct touch-hold and then slide 
up or down to indirectly control the expansion of the selection in 
both directions. Our technique can be set to expand the selection 
by semantic units in sizes ranging from words, sub-phrases to sen-
tences. We prototyped it by leveraging the constituency parsing [3] 
in existing NLP tools to chunk text, providing a more gradual and 
fexible segmentation than basic units that only include words, 
phrases, sentences, and paragraphs. 

To our knowledge, 1D-Touch is the frst to introduce 1D con-
trol and continuous linguistic chunking to text selection. To help 
understand the efects of these two novel features, we demonstrate 
two variants of our technique with the vertical sliding gesture 
controlling selection expansion by words (WordTouch) and by 
chunks (ChunkTouch), respectively. While our full paper, expected 
to be published in Proceedings of the ACM Interactive Surfaces and 
Spaces (ISS) 2023, details the evaluation and analysis of their per-
formance gain against state-of-the-art, this demonstration focuses 
on illustrating the interaction and applications of 1D-Touch. 

2 1D-TOUCH 
This demonstration introduces the use of a one-dimensional sliding 
gesture for text selection with 1D-Touch1. We implemented two 
variants of the technique — WordTouch and ChunkTouch. For 
both, a long press of 500 ms on a word initiates the initial selection 
of the word. Without lifting the fnger, users could slide either 
down or up to expand or contract the selection, controlled by the 
vertical sliding distance. WordTouch expands selection word by 

1An online prototype of the 1D-Touch techniques is deployed at https://public--text-
selection.netlify.app/. Please access with a device with a touch screen. 

Figure 2: Selection expansion in ChunkTouch and feedback 
design. (A) The selection expands to the end of syntactic units 
for each increment. (B) Changing the background provides 
feedforward of the next expansion unit as the fnger slides 
away from the initial touchpoint. 

word, and ChunkTouch expands in syntactic units derived from 
NLP constituency parsing. We implemented the prototype as a web 
application with React. 

For ChunkTouch, we used Node.js to run a wrapped version of 
CoreNLP to perform constituency parsing [3]. Figure 2 illustrates 
the chunking results, as visualized by the graphical interface with 
brackets. The brackets provide feedback and feedforward for the 
selection expansion. We consider semantic units of text as chunks 
of varying sizes that represent meanings at varied levels of ab-
straction [6]. For this prototype, we choose word as the smallest 
semantic unit and syntactic unit as a basic method to chunk text in 
levels that correspond to semantics. 

Furthermore, we implemented supporting features to further 
improve the usability of the techniques, as introduced below. 

Rewinding the overshot selections. Overshoot is a common prob-
lem in text selection, where one selects more than they originally 
planned to select. 1D-Touch techniques support rewinding to fx an 
overshoot. After overshooting, before lifting the fnger, the user can 
slide backward to rewind the current selection. Rewinding is always 
by words to allow fexible word-level selection for ChunkTouch. 

Clutching with increasing target size. 1D-Touch supports clutch-
ing, which allows users to continue adjusting a selection by sliding 
again. If one shot of sliding did not expand the selection enough to 
include all target text, users can lift the fnger and start another slid-
ing gesture on the selected text. The selection becomes increasingly 
easier as the user clutches, as the target area grows bigger. 

https://public--text-selection.netlify.app/
https://public--text-selection.netlify.app/
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Automatic scrolling for of-screen text. When the selection ex-
pands to the bottom or top of the screen, users can continue sliding 
downwards to grow the selection to the of-screen text. 1D-Touch 
automatically scrolls the content to keep the end of the selection 
visible. Auto-scroll for text selection is usually time-based — the 
user drags a caret to the end of the page, holds it, and waits for the 
page to scroll to include the content of their interest. However, the 
waiting time and scrolling distance are hard to predict and control. 
1D-Touch, on the other hand, allows the users to directly control 
the scrolling through sliding distance. 

Integration with character-level selection. In addition, we explored 
ways to integrate our word and chunk selection with character-level 
selection. This could be achieved by showing carets for character-
level adjustment when the user lifts the fnger after coarse selections 
through sliding, as implemented as the default selection technique 
in existing mobile systems. On the other hand, we demonstrate a 
new approach that extends our technique by utilizing the horizontal 
sliding gesture for character-level adjustment. 

3 DEMONSTRATION OF APPLICATIONS 
To demonstrate 1D-Touch, we implemented a web application to 
support several use cases that could beneft from coarse-grained 
text selection. During the demonstration, the audiences use 1D-
Touch techniques to perform text selection tasks in the following 
application scenarios. 

Translation. The audience is presented with a piece of text with 
language jargon. They are able to select phrases or sentences for 
translation. This scenario highlights the utility of 1D-Touch in 
quickly selecting semantically meaningful units that usually im-
prove translation results. 

Highlighting. The audience is asked to highlight certain text 
within a lengthy article. They need to select and highlight key 
arguments related to a particular statement for note-taking. 

Speech-based editing. 1D-Touch is well-suited for speech-based 
text editing scenarios. The audience is able to select text and then 
speak new content to replace it. Complete semantic phrases and 
sentences provide more context for speech recognition models 
compared to individual words, which contributes to better recog-
nition results. We expect ChunkTouch to be utilized to assist text 
modifcation when using speech as the input method. 

4 CONCLUSION 
This demonstration introduces 1D-Touch, a novel approach for 
text selection that utilizes a one-dimensional semi-direct gesture. 
The technique improves coarse-grained text selection while com-
plementing the existing carets interface for character-level adjust-
ments. It points towards a promising future for more efcient text 
interaction by leveraging the fast-developing ability of language 
AI in understanding text semantics. 
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